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Section 3: Computing topics

Introduction

Digital technologies are changing so quickly that 
people can become overwhelmed when dealing 
with new artifacts, both physical (hardware) 
and logical (software). However, in spite of this 
fast development, every new digital technology 
is based upon and can be explained by a set 
of well-established computer science (CS) 
principles. 

For this reason, learning and teaching CS 
fundamentals to young people is crucial in 
order to help them become critical citizens 
able to understand and live comfortably in our 
increasingly digital society. Indeed, countries 
around the world have included in their 
educational curricula programming, robotic, 
and CS related content, intended to develop 
computational thinking (CT) skills (Wing, 2006) 
and achieve digital literacy.

Thanks to the creation of educational tools such 
as block-based programming platforms and 
the development of the CT concept, learning 
and teaching CS fundamentals is possible 
even at a very early age. A key feature of these 
tools is that they “engage and excite students 
in the first place” (Malan & Leitner, 2007, p. 6) 
and also allow students to solve problems that 
are important to them and their communities. 
This connection with young people’s ideas 
and interests is a powerful incentive to learn, 
providing an engaging and enjoyable way for 

them to learn CS principles.

A top-down strategy is often taught when 
children are introduced to programming. 
First, the problem to be solved must be well 
understood; that is, it must be carefully analysed. 
Second, a set of rules able to solve the problem 
must be deduced, which is roughly speaking 
the algorithm. And finally, this set of rules must 
be turned into a computer program, by using 
a programming language to write the program 
code.

A broad range of problems can be solved by 
following this strategy. However, there are some 
kinds of problem which, while very easy to 
solve for a human, are very difficult to code as a 
computer program when a top-down strategy is 
followed. Recognising, in a set of pictures of cats 
and dogs, which are cats and which are dogs, 
is a clear example: any human can perform this 
recognition naturally, but obtaining by deduction 
a set of rules that enable you to build a computer 
program which solves this recognition problem is 
practically impossible.

Image recognition and classification, natural 
language understanding, sound recognition, and 
many other problems involving some kind of 
pattern extraction resist being solved using the 
traditional top-down strategy. Instead, a bottom-
up strategy — inducing the rules that govern 
the problem from automatic data analysis — is 
followed when dealing with such tasks. And this 
way of attacking the problem takes us into the 
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field of artificial intelligence (AI) techniques.

Children are used to using computer applications 
capable of performing these kinds of tasks. They 
talk to their mobile phones to ask questions 
or search for information, use translation 
applications to translate into foreign languages, 
unlock their devices by showing their faces to 
the camera, and so on. Therefore, educational 
tools that allow children to design AI-based 
applications capable of dealing with these 
problems will help them to have a complete 
perspective about what can be done with a 
computer, and at the same time will allow 
students to solve problems that are of interest to 
them.

Furthermore, data is a prevalent concept 
in today’s technological and economic 
development. Having an awareness of the central 
role that data plays in our lives and knowing 
how it is used to extract useful knowledge is a 
key factor in understanding digital society and, 
hence, achieving the digital literacy needed to 
understand the world we live in.

So, how are these problems solved? Can we 
teach children to solve them? At what age? 
These are questions we tried to ask with the 
development of LearningML, a tool intended to 
teach the fundamentals of machine learning 
(ML), the most widely used technique today for 
solving problems from data.

Artificial intelligence and machine learning

ML is considered a subfield of AI, and the latter 
is a subfield of CS and almost as old as CS 
itself. In 1950, Alan Turing wrote a seminal paper 
entitled “Computing Machinery and Intelligence”. 
Although the term AI does not appear in the 
paper, it is considered the birth of the field, since 
the big question it posed was: “Can machines 
think?” (p. 1)
A few years later, in 1956, McCarthy, Minsky, 

Rochester, and Shannon led a workshop at 
Dartmouth College which aimed to gather a 
selected group of scientists to work “on the basis 
of conjecture that every aspect of learning or any 
other feature of intelligence can in principle be so 
precisely described that a machine can be made 
to simulate it” (McCarthy, Minsky, Rochester, & 
Shannon, 2006, p. 1). Their proposal where the 
goal of the workshop was described was titled 
“A Proposal for the Dartmouth Summer Research 
Project on Artificial Intelligence”, which was the 
first use of the term AI. 

Since then, the field of AI has grown and its 
development has alternated between optimistic 
and pessimistic periods. After more than sixty 
years of research, many related subfields have 
emerged. Planning and problem solving, natural 
language processing, knowledge representation, 
expert systems, neural networks, machine 
learning, robotics and computer vision are some 
of the most successful and broadly used in 
current applications. 

ML has existed as long as AI, although it has only 
been in recent years that it has flourished as the 
most successful subfield of AI. All ML algorithms 
need as much data as possible to produce useful 
outcomes. Data is the key. Therefore, greater 
computer power, together with the availability of 
very big storage systems, able to process and 
store large amounts of data, and fast and reliable 
network connections, have given rise to ML’s 
recent success. The relevance of ML in AI today 
is so great that frequently when people say AI, 
they really mean ML, confusing the part with the 
whole.

So, what is ML in a nutshell? ML is the process 
of programming computers to optimise a 
performance criterion using example data or 
past experience. ML is used to create useful 
approximations for processes to solve tasks 
that we do not have algorithms for, but that we 
do have relevant data to learn patterns from 
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(Alpaydin, 2020). The term learning is a metaphor 
which expresses the fact that the more data is 
fed in as an input to the algorithms, the more 
accurate their outcomes are. 

Each of the numerous algorithms that make up 
the ML family belong to one of the following 
categories: supervised learning, unsupervised 
learning, and reinforcement learning. In all cases, 
the goal of ML is to build a model capable of 
classifying, predicting, or recognising things 
from a collection of data. In supervised learning, 
a dataset of known examples is manually 
labeled to build a model with which unlabeled 
data, similar to but different from those used 
in the training data set, can be recognised. In 
unsupervised learning, the built models are able 
to extract some patterns from a set of unlabeled 
data. Finally, in reinforcement learning, models 
are built by testing possible solutions; those that 
maximise some reward function are maintained 
while those that score badly according to that 
function are eliminated.

As an example, Figure 1 shows the steps 
needed to build a model aimed at recognising 
handwritten numbers by means of supervised 

ML. The model, represented by a machine, is 
being built by a ML algorithm, represented by 
a genie, which analyses the training dataset 
to iteratively improve the model. When the ML 
algorithm is finished, an independent model 
capable of recognising new handwritten 
numbers is ready to be used in a software 
application.

Artificial intelligence education in K12

AI education in K12 is not new. The first efforts 
to make AI programming tools accessible to 
children took place in the early 1970s, with 
the Logo programming language (Solomon et 
al., 2020), and continued through the 1980s. 
However, AI education suffered a cold period 
from the 1990s until 2012, when educators, AI 
researchers, and the general public changed their 
view about AI due to the big success achieved 
by ML in solving problems such as image 
recognition, language translation, transcription 
of speech, game playing, and natural language 
processing (Kahn & Winters, 2020). 

This vigorous rebirth of AI education becomes 
pertinent in Moreno-Guerrero et al. (2020), where 

Figure 1. Supervised machine learning steps to build a ML model
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a scientific mapping of 379 publications, dated 
from the birth of AI in 1956 to the present was 
carried out to analyse the importance and the 
high profile that AI has acquired in the scientific 
literature in the Web of Science categories 
related to the field of education. 

Why this growing interest in teaching AI at 
school? AI has erupted in society, creating 
new applications and possibilities while also 
introducing some ethical problems. Whether they 
are conscious of it or not, children use software 
applications based on AI on a daily basis: 
product recommendation systems, predictive 
writing, face recognition, and many more. 
However, few people understand how these 
technologies work, yet as argued earlier, this is 
a must if we want to educate conscientious and 
critical citizens of the future. 

Therefore, governments around the world, 
worried about the benefits and risks AI poses, 
are developing policies, strategic plans, and 
other initiatives around this subject. Some policy 
foresight reports suggest that in the coming 
years AI will change learning, teaching, and 
education. The speed of technological change 
will be very fast, and it will create pressure to 
transform educational practices, institutions, 
and policies (Pedro, Subosa, Rivas, & Valverde, 
2019; Tuomi, 2018). These reports also suggest 
that AI-related jobs are growing dramatically and 
hence, there is a rising demand for AI-literate 
workers. 

Although programming and CT content has 
been incorporated into primary and secondary 
curricula in most developed countries, AI 
content is often not included, or is treated very 
superficially. CT is a cognitive ability while 
programming is an instrumental competence 
(Moreno-León, Robles, Román-Gonzalez, & 
Rodríguez-García, 2019). Indeed, programming, 
together with unplugged activities, is the activity 
widely used to develop CT. We propose that 

hands-on AI projects can also contribute to CT 
development (Rodríguez-García, León, González, 
& Robles, 2019). In fact, AI could add some new 
dimensions to the existing CT framework, as 
proposed in Van Brummelen, Shen, & Patton, 
(2019). 

For instance, when gathering and labelling a 
dataset intended to build a model by means of 
supervised ML, students should strive to find 
a representative set of examples from which a 
good model is obtained when the ML algorithm 
is applied. This activity helps them to get a 
deeper insight into the problem being solved. 
For example, when a text recognition model on a 
given topic is to be built, a set of sentences with 
the necessary vocabulary for that topic
must be chosen to build a sufficiently precise ML 
model. Furthermore, a classification task and 
an evaluation of the model has to be performed 
and, if the resulting model does not perform well 
enough, the training dataset must be improved 
by adding or removing some data. Therefore, the 
solution is found through iteration, which is a 
way to gain a progressive understanding of the 
problem that is being solved.

The LearningML platform

LearningML is an educational platform intended 
to teach ML fundamentals in an easy and 
enjoyable way (Rodríguez-García, Moreno-León, 
Román-González & Robles, 2020). It has been 
developed taking “low floor, high ceiling and wide 
walls” as the main design principle (Resnick et 
al, 2009, p. 63). That is, we have tried to build a 
tool which is very easy to get started with and 
allows users to get some results from the very 
beginning (low floor), but also allows students 
to build more complex projects over time (high 
ceiling), and is able to support different kinds of 
projects (wide walls). 
Among these principles, the first — developing 
a tool that is very easy to use and get started 
with — was the most relevant for us. Hence, 
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only a standard web browser is needed to run 
LearningML. In addition, the use of any cloud AI 
service (such as Google AI or IBM Watson) has 
been avoided, since they require users to create 
an account and deal with API keys, which can 
be a very easy task for a software developer, but 
can be an obstacle for children and teachers. 
In addition, although there are free usage plans 
available for these cloud services, they are 
exposed to possible changes in their terms and 
conditions and that availability may change in the 
future. Therefore, all the complex ML algorithms 
have been built into the code of LearningML to 
run locally in the web browser. There is no need 
to register in order to start building ML models 
and coding applications, although some extra 
functionality, such as the option to save projects 
in the cloud and to share or reinvent shared 
works, can be accessed when you create a 
LearningML account. 

Although our research has shown (Rodríguez-
García, Moreno-León, Román-González & Robles, 
2021) that the tool is very suitable for children 
between 10 and 16 years old, LearningML can 
also be helpful for undergraduate students 
and professionals who need to learn ML 
fundamentals because of the expansion of ML-
based tools in their fields.

LearningML is composed of three elements: the 
website, the ML editor, and the programming 
editor.

The website

The website8 is devoted to hosting the platform 
and offering content designed to help users 
learn how to use the tool, as well as learn about 
ML and AI. Guided activities, video tutorials, a 
manual, a curated list of resources about ML/AI, 
and a blog with ML/AI related news can be found 
on the website.

The ML editor

The ML editor9 is the tool where the user can 
build ML models for image or text recognition. 
This tool demonstrates clearly how supervised 
ML works. The main screen is divided into three 
sections, one for each phase of supervised ML. 

In the first section the user creates some 
buckets corresponding to the different classes 
of data that have to be recognised. Then a set of 
example images or text must be added to these 
buckets depending on the class they belong to. 
This process, where the user gathers and labels 
a dataset, is known as training. 

Once the dataset has enough samples, the 
learning phase can be run. Since it is an 
educational application, a few examples in each 
bucket (>10) are sufficient to obtain a working 
model. In the learning phase a simple neural 
network is used as the ML algorithm for text 
recognition, while a pre-trained neural network, 
known as mobilenet (Howard et al., 2017), is 
used together with a simple neural network as 
ML algorithms for image recognition.

Finally, when the learning phase has finished, 
a ML model, able to recognise new text or 
images similar but different to those used in the 
training dataset, is available for evaluation. In 
the evaluation phase we can test if the model 
works and is able to recognise almost all the test 
data. If the model does not perform well enough, 
more data examples can be added to the training 
dataset and a new model can be built by running 
the learning phase once again. This iterative 
process can be repeated until a good model is 
obtained.

This software is released under the GNU Affero 
General Public License¹0, a free software license 
allowing anyone to study, modify, or contribute to 
the project. An instance of the application is also 
accessible at no cost.

8 https://learningml.org 
 
9 https://learningml.org/editor 
 
¹0 https://www.gnu.org/licenses/agpl-3.0.en.html

https://web.learningml.org/en/home-spanish-en-translation/
https://learningml.org/editor/
https://www.gnu.org/licenses/agpl-3.0.en.html
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The programming editor

The programming editor¹¹ is a Scratch (Resnick 
et al., 2009) modification in which new blocks 
have been created which use the model built 
with the ML editor. Therefore, text and image 
recognition features can be added to Scratch 
programs. To achieve this, the following 
new blocks are available: a reporter able to 
classify text/images, a reporter that returns the 
confidence level of the classification given by 
the ML model, a stack block intended to add new 
image or text examples to the training dataset, 
and a stack block which allows the user to run 
the learning phase in order to build a new model.

We have been able to develop our ML extension 

of Scratch thanks to the free Apache license 
2.0¹² under which this software is released, 
since it allows modification of the code under 
the conditions imposed by the license. Our ML 
Scratch fork has also been released under the 
same license.

Conclusion

LearningML is an educational platform aimed 
at teaching and learning AI fundamentals by 
doing. It is being developed to be as user-
friendly as possible but, at the same time, 
to allow the creation of a wide range of AI-
based applications, from the simplest to the 
most complete and complex applications. We 
aim to provide teachers and students with a 

Figure 2. LearningML. The ML editor.

¹¹ https://learningml.org/scratch 
 
¹² https://www.apache.org/licenses/LICENSE-2.0

https://www.apache.org/licenses/LICENSE-2.0
https://learningml.org/scratch/
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powerful and engaging tool that helps them 
to develop CT skills by combining traditional 
programming activities with ML model building, 
to encourage the development of some new 
concepts, practices, and perspectives such as 
classification, training, and evaluating.

Figure 3. LearningML. ML Blocks added to Scratch in the programming editor.
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